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VARIABLE SELECTION IN LOGISTIC REGRESSION

Z, D. Bai, P, R. Krishnaiah and L. C. Zhao

Center for Multivariate Analysis
University of Pittsburgh

ABSTRACT

In many situations, we are interested in selection of important

variables which are adequate for prediction under a logistic regression

model, In this paper, some selection procedures based on the information

theoretic criteria are proposed, and these procedures are proved to

be strongly consistent

AMS 1980 Subject Classifications. Primary 62H12, 62H15

;e: Wordis and P'rases: Consistency, information theoretic criterion,

logistic discrimination, logistic regression, maximum likelihood,

model selection.
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1. INTRODUCTION

Logistic regression is the most used form of binary regression (see

Berkson (1951), Cox (1970), and Efron (1975). The investigation of this

aspect has had an important impact on disease diagnostics (refer to

Gordon and Kannel (1968), Pregibon (1981) and, Stefanski and Carroll (1985)).

One of the important aspects related to logistic regression is logistic

discrimination (refer to J, A. Anderson (1982)).

The model to be considered is given by

Pi(i) P- (1.
r ~ 0 01 -p

P r{Y = OIX} = 1 - P {Y = liXi,
r -r

where X' = X  is a pxl random vector.

• In some situations there are many potential variables X (i)s. This may

represent the experimenter's lack of knowledge, his caution, or both. One

objective of the statistician must be to choose a set of good predictor

variables from the set of possible variables. A similar problem may also

be met in logistic discrimination. In this paper, we are interested in

selection of important variables that are adequate for prediction in the

regression model (1.1). Using an information theoretic criterion, we

propose some selection procedures which are strongly consistent.

In Section 2, the above problem is formulated, and the main methods

and results are stated. Some lemmas are introduced in Section 3, and the

Section 4 is devoted to the proof of the theorems.
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2. PROBLEM AND MAIN RESULTS

Let (X,Y) be a random vector such that X is a p-vector and Y is

Bernouli variable with

P {Y = 11X} = p(Z'B) A {I + exp(-'3)}- I  (2.1)

where e' = (609-49 V1 = (1,X1) = (1),,'X (p ))  Assume that F,. -' whr*':%O o . ) I X ) : ( , ,. .

,1'

the distribution of X, satisfies the following conditions:

(i) If B y, then

F{X: p('s) p(V-)} > 0. (2.2)

(ii) E(X'X) <

Put A = {0,1,_.,p}. It is easily seen that, there exist a unique

subset B0 of A such that {O)CBo, and, i 6 Bo, i t 0 if and only if i 0.

Call 80 the best subset of A Note that if ai = 0 for some i G A - 0),

then Y is independent of X(i).

In this paper, we want to determine the best subset B0 of A. To this

end, suppose that (XI,Y1), .,(XnYn) are iid. observations of (X,Y). A

step-wise selection method based on testing a series of hypotheses is

proposed by J. A. Anderson (1982, pp.169-i91). But it is difficult to seek

for the conditional limit distribution of the test statistic for latter

hypothesis after the former hypotheses was tested. In this paper, we propose

*a method based on the information theoretic criterion, and establish the

strong consistency of this method under some mild conditions
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Let {O}.c:Bc.. Write

MB = {G RP+': Bi = 0 for all i G A - B} (2.3)

Let L n(S) be the likelihood function. Then

n I I
log L (B) = i log p(Zi) + (1-Yi) log q(Zi)], (2.4)in ~ i1 1

where q(.) 1 - p(,), Zi  (1X) P .. ut

Gn(B) = sup log Ln(B), (2.5)

~CB

and

In(B) = Gn(B) - #(B) Cn (2.6)

where C satisfies the following conditions:

lim C /n : 0 and lim C /loglog n (2.7)-. n n n 27- - n-

Choose B such that { 0 }_ B Z A and

I n(B) = max In(B), (2.8)
B:{ O c-BcA

and use B as an estimate of the best subset B0 of A, We have the following

THEOREM 2.1. Under the condition (2.2), B is a strongly constant

estimate of the best subset B0 of A = {0,1,2,. ,p}.

Note that the above consistency means that with probability one for n

large, B coincides with the best subset of A.

For simplicity of calculation, we can use another alternative method.

To this end, put

A(i) = A- {il, i = 1,2,...,p.

There is one subset, either A or Ai), written as B(i), which satisfies

I (B(i)) : maxfl n(A), I (a(i)) , i 1  ... ,p (2,9)
n n n "' "

V.
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Put p

i =1h()

then we can use B as an estimate of the best subset B of A. In the same
0

way, we have

THEOREM 2-2. Under the condition (2.2), B is strongly consistent

In the following sections, we will only give a proof for the theorem 2.1. The

proof of the theorem 2.2 is similar and is omitted.
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3 ASYMPOTOTIC EXPANSION OF SOME STATISTICS

Now we assume that = (30,..,) is the true parameter, Put

log L = l [Y. log p(Zi ) + (1-Yi) log q(giy)] (3.1)

H() = [p(;,) log P(Z -) + q(Z) log q(Z'-y)]dF

(3.2)

-. ~H n~=n(-A) [P(:l .) log P(Zi ) + q(i-) log q(Zi-.)]

Since !log p(u)l <2 + u', log q(u) < 2 + u for any rea' u, H(-.) is

finite for any y G R For fixed , functions logL (y), H (Y) andn n- n-

H(y) are all concave in y.

We need the following lemmas:

LEMMA 3.1, Let E be an open convex subset of RP and let fl,f be

a sequence of concave functions such that V x G E, f n(x) - f(x) as n

where f is some real function on E. Then f is also concave and for all

compact DC _E,

sup !fn (x) - f(x)j - 0 as n -

xCD

LEMMA 3.2. Suppose that ;f and f satisfy the conditions of the aboven

For a proof of the above two lemmas, the reader is referred to

Rockafellar (1970, Theorem 10.8), P. K. Anderson and R- D. Gill (1982,

Theorem II,1, Corollary 11.2).
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LEMMA 3.3. Let a be a maximum likelihood estimate of s, If (i) of (2.2)

and the following condition are satisfied:

E flXfl < with !1X11 = (X-X)1/2

Then,

lim im logL (S = H(3) a s (3,4)
n- n n n .n

Proof, By Jensen's inequality,

H(y) < H(s) for any y G Rp + I

and the equality holds if
0:

F(X : P(V-y) = P )) I

Thus, by the condition (i) of (2.2), H(-,) has a unique iaximun at.

Now let maximize -loqL (y). By (3.3) and the strong law of large numbers (Si"n"- n.n

.lim-logLn(;) H(y) a.s, (3.5)
n n.-

-- v n-m

for any y G Rp + I and (3.4) follows from Lemmas 3.1 and (3.2).

Note that B satisfies the likelihood equation, that is

1 [Yi-P( isn)] : 0. (3.6)- ' In ,.P

We have the following lemma.

LEMMA 3.4. Suppose that the conditions of (2.2) are satisfied, then with

probability one for n large,

A"n - = ( 1+ (1) ) P(i i (3.7)
"n n i I(Yi -

where
S(y) p(Z'y)q(V )Z'dF > 0. (3.8)

.'*,

oo- - -
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From this, n- obeys the law of iterated logarithm, i.e.

2n - O( -loglogn) a.s. (3.9)

-7roo.. At first we show that S(y) > 0. Otherwise, there exists some

constant (p+l) vector C f 0 such that E(CZ)2 p(Z')q(V 'y) = 0, i.e.,

F{X C'Z = O} = 1,

which implies

C # 0 and F{X p(Z'C) = p(IO)} : 1.

This contradicts to the condition (i) of (2.2).

-. Put fl(u) 3logp(u) + 3q(u), f2 (u) fl(u) - p(u)q(u),

I n In

n n i

Y S(y) f i2l zn n , 2

(3.10)

l S (y) : f ' y){'dF,

S ** (Y Z : W

It is easily seen that, the above four functions are all concave functions

of y. Under (ii) of (2.2), by SLLN,

lim Sn(Y) S (y) a~s, (3.11)

lim S (y) = S (y) a.s.
n-*

i4

S.w~



Put

p P(Z.Y)q(Zy)Z (3 12)4"~~ n i=I  . .,

We have

Sn(Y) =Sn(Y) - Sn (Y), S(y) = S (Y) - S (y).

For any matrix A : (a ij)Oi j , write

p 2 1/2IJaII = ( aii) •
*,. i, :0

Using (3-11) and Lemma 3.1, we get for all compact DC Rp+I

,Supl S (y) - S(y)jI - 0 a.s. as n (313)
yCD n

., ',

Since - satisfies (3.6), we have
"n

1 =1 n-
- ! [yi-p( P)]Z. ji (r)](in'" i I i. n i=, .i n

1 n.1- PRi~i n- ) (3.14)

where X 6 x + (1- )B with some XC (0,1). By (3.4) and (3.13),

Sn(a*) - S() - 0 a.s. as n (3.15)

From (3.8) and (3,15), it follows that with probability one for n large,

Sn('*) > 0 and

SnI(-.) = S-(6) (1+o(1)) aos. (3.16)

From (3.14) and (3,16), (3,7) follows. Lemma 34 is proved,



LEMMA 3.5. Define Hn (y) and H. .2). Under conditions

(i) and (ii),of (2.2), we have

Hn(sn) - H (6) = -+ -2 a.s.
n *n n !n S()En-)+

as n -, where S(,() is defined by (3.8).

By (3.2),

n - 1 [p(Zi)q(Ziy) q(i )P( ij)]Z i

. 2H n
n 1 7_ .... .

i'_n - ' p( i=(i ) Z =-S (y),

which implies
Hn

--n(_,) = O. (3,18)

By the Taylor expansion,

H 2H

n(n - n-n. . . ..V1. : . .+ (Y. (-.. n

(3 19)
• :_ ( n- (' ( )( n.i),

n --'

where * : ~ + (I-)4 for some 1 C(0,1). Similar to (3.15), we have

lim S n() = S() - 0 a.s. (3.15')
n..-

as n - . The lemma follows from (3.19) and (3.15')

LEMMA 3.6. Under the conditions (i) and (ii) of (2.2), we have
1 I n H
IogLn( ) : [Y - ] +  Hn )

in=I " n - n ~ n
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i( - )'S(E)(N -!) + ON -I 2), a.s. (3,20)

as n -, where,

S(8) = p(Z' )q(Z'6)ZZ'dF > 0. (3.21)

and Hn(y) is defined in (3.2).

Proof. By (3-1), (3.2) and (2.1),

nn
+i [plogLn(Hn) )  I) (2! " " n(" i 1

n i Z I n
"..-n ,= ,-~ I I

+ .! [Yi- (iB]i(n. )  (3.22)

S.By (3,14), (3,15),

i n_n [Y i-P(Zi!)]Z.(n-- )

: n-!)'S()(n-) + O()II-- 2 ) a.s. (3.23)

Sn - (3.20) follows from Lemma 3.5 and (3.22), (3.23),

ow we take
4--.,'

B : {0,2,3,... ,p},

and put

' X (2)=(P) X'i = 2) xp)
BB Ic (2 2'3( 'XB

B , , . ,ZBi (1 'Bi ) .

i. ' ? e;.. :," ;., ~; "



Write

-ilogL- n lYogpZ + 1- )o)(nlgL n(-y) n i Bi'B + _B!

(3,24)

H( JEp(2 s)logp(Zy,) + q(ZVS)logq(Z BY8B)idF,

where

p(u) = 1 (u) = -u)

1-e

Functions llogLE (- and H(B are all concave functions on RP. Further

B S..BB)(Z - q(Z'B)p(Z Y)1Z dF. (3,25)

D =3 PR ) F (3.26)

Similar to the argument used in establishing (3.8), by (i) of (2.2) we have

) >0 (3.27)

Thus, H (YB) is strictly concave, Since

H(y) <frp(Zv )loqp(Zva) + q(V )logq(ZV )]dF < (3,28)

H(IB) has a unique maximum at some B

Assume that ~Bmaximizes -.logLflY) By SLLN, for any R G RP,

lim .logLfl(Y) H(xB) as. (3.29)

By Leinmas3.1 and 3.2, for any compact DCZ-RP,

sup~l~ ~B H(j. 0 a.s. as n (3,30)

- B~~~ognYB "p '.' I
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and

lim B = !B a.s. (3.31)

From (3.30) and (3.31), it follows that

lim lognB H(yB) as. (3,32)

Similar to the argument used in the beginning of the proof of Lemma 3.3,

we get the following

LEMMA 3.7. Suppose that a = (.OsI ,p ) is the true parameter,

0 and B = {0,2,3,-.,p}. Define G (B) by (2,5), Then, under the
* n

conditions (i) and (ii) of (2.2), we have

lim G a.s, ) < H(a) (3,33)
n-n n - B*

I.

--'
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4, THE PROOF OF THE THEOREMS

In the following, we only give the proof of the theorem 2,1. The proof

* of the theorem 2 2 is similar.

Assume that is the true parameter and B 0 is the best subset of A,

{O}C B
0'

For any B A, B = j0 j1V ... J 1, where jo= 0 < j,<... < js; put

(i) -Bi i

!= (1,X8), z Bi ="X~)

and denote by F Bthe distribution of XB'Iise ilsentaf

B ~ then

F B (XB p( B B P(ZBY-B)) 0. (4.2)

N!ow assume that B 0 c Bc..A, B # B0, then #(B) > 4 (B 0) By (4.2) and

(ii) of (2.2), using Lemmas 3.4 and 3.6, we have

G (B n W n,(BB) + n H nB(BB ) + 0(loglogn) a.s.,
no ,B~-0  n, 0  0

(4.3)

G n (B) =n W n,B( B ) + n H nB( B) + O(loglogn) a.s.

where

Wn, -i=1 -BiB B f1 Bi-B,
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-- H,( B  ' [(iB)IOgp(z~iB
B i= i . (4.4)

;1:" ~~+ q( (BiB)l1 gq (Z~iB

Since i =0 for i Q B0, we have

W nB(3B) = Wn,B 0 (B 0 n,B H n,B 0 B (4.5)

By (2 6), (2.7), (4 3) and (4.5), with probability one for n large,

In (B0 ) - In(B) > Gn(B O ) - Gn(B) + Cn

= O(loglogn) + Cn > 0. (4.6)
'n

Further, using (4.5) and Lemma 3,3, we have

lim I G (B l - 1 G (A) H(6) a.s (4.7)
n n 0' n-o - n n

Now we assume that 'Oc':BC A and there exists some integer i such that

i C B0 and i B, Without loss of generality, we can assume that i 1,

Put

B = {0,2,3,.,.,p}.

By Lemma 3.7, we have

1 1

lim sup G (B) lim -G (B)
FI- n n- n

(4.8)

: H(Y ) < H(6) a.s.-B1 -

where ZB maximizes H( B1 ) By (4.7', (4.8) and lim Cn/n = 0, with
@n-
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probability for n large,

In(B) - In(B) > Gn(B 0 ) - Gn(BI) + O(cn )
S(4.9)

n>H(s) H(Y* )) + O(c) > 0.2 ~ BI n

From (4.6) and (4.9), it follows that, with probability one for n large

B B.
0

That'is the desired.

-..
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